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Chapter 1. Service Assurance
This section will cover the basic functionalities how OpenNMS monitors availability and latency
from applications or management agents. To change the behavior of how OpenNMS monitors
applications or status information from management agents please see the Administration Guide . To
extend the Service Monitor  framework please see the Development Guide .

Measuring availability and latency of network services or applications is an important part in fault
and performance management. In OpenNMS this task is provided by a Service Monitor  framework.
The main component is Pollerd  which provides the following functionalities:

¥ Track the status of a management resource or an application for availability calculations

¥ Measure response times for service quality

¥ Correlation of node and interface outages based on a Critical Service

The following image shows the model and representation of availability and response time.

Figure 1. Representation of latency measurement and availability

This information is based on Service Monitors  which are scheduled and executed by Pollerd . A
Service can have any arbitrary name and is associated with a Service Monitor . For example, we can
define two Services with the name HTTP and HTTP-8080, both are associated with the HTTP Service
Monitor  but use a different TCP port  configuration parameter. The following figure shows how
Pollerd  interacts with other components in OpenNMS and applications or agents to be monitored.

The availability is calculated over the last 24 hours and is shown in the Surveillance Views , SLA
Categories  and the Node Detail Page . Response times are displayed as Resource Graphs of the IP
Interface  on the Node Detail Page . Configuration parameters of the Service Monitor  can be seen in
the Service Page by clicking on the Service Name on the Node Detail Page . The status of a Service can
be Up or Down .
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When a Service Monitor  detects an outage, Pollerd  sends an Event which is used to create an Alarm .
Events can also be used to generate Notifications  for on-call network or server administrators. The
following images shows the interaction of Pollerd  in OpenNMS.

Figure 2. Service assurance with Pollerd  in OpenNMS platform

Pollerd  can generate the following Events in OpenNMS:

Event name Description

uei.opennms.org/nodes/nodeLo
stService

Critical Services  are still up, just this service is lost.

uei.opennms.org/nodes/nodeRe
gainedService

Service came back up

uei.opennms.org/nodes/interf
aceDown

Critical Service  on an IP interface is down or all services are down.

uei.opennms.org/nodes/interf
aceUp

Critical Service  on that interface came back up again

uei.opennms.org/nodes/nodeDo
wn

All critical services on all IP interfaces are down from node.
The whole host is unreachable over the network.

uei.opennms.org/nodes/nodeUp Some of the Critical Services  came back online.

The behavior to generate interfaceDown  and nodeDown  events is described in the Critical Service
section.

! This assumes that node-outage processing is enabled.

1.1. Critical service
Monitoring services on an IP network  can be resource expensive, especially in cases where many of
these services are not available. When a service is offline, or unreachable, the monitoring system
spends most of itÕs time waiting for retries and timeouts.

In order to improve efficiency, OpenNMS deems all services on a interface to be Down  if the critical
service is Down . By default OpenNMS uses ICMP as the critical service.

The following image shows, how a Critical Services  is used to generate these events.
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Figure 3. Service assurance with Pollerd  in OpenNMS platform

¥ (1) Critical services are all Up on the Node and just a nodeLostService  is sent.

¥ (2) Critical service of one of many IP interface  is Down  and interfaceDown  is sent. All other
services are not tested and no events are sent, the services are assumed as unreachable.

¥ (3) All Critical services on the Node are Down  and just a nodeDown  is sent. All other services on
the other IP Interfaces  are not tested and no events are sent, these services are assumed as
unreachable.

1.2. Path Outage
An outage of a central core component can cause a lot of node outages and notifications. For this
reason it is possible to define a Critical Path . The Critical Path  has to be defined from the network
perspective of the monitoring system. The following image shows a simple example how devices
can be reached in a Layer 3 network topology.
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Figure 4. Path Outage example

In figure Path Outage example  implies a network Layer 3 topology. From the perspective of the
monitoring system, default-gw-01  is on the Critical Path  to two networks. In case default-gw-01  is
down, it is not possible to reach any node in the two networks behind default-gw-01 . To guide a
network administrator to the correct problem, Notifications  to all other unreachable Nodes based
on the Critical Path  are suppressed. The administrator will get just one Notification  for the default-
gw-01.
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Chapter 2. OpenNMS Horizon Surveillance
View
When networks are larger and contain devices of different priority, it becomes interesting to show
at a glance how the "whole system" is working. The surveillance view aims to do that. By using
categories, you can define a matrix which allows to aggregate monitoring results. Imagine you have
10 servers with 10 internet connections and some 5 PCs with DSL lines:

Server
s

Internet
Connections

Super important 1 of 10 0 of 10

Slightly important 0 of 10 0 of 10

Vanity 4 of 10 0 of 10

The whole idea is to give somebody at a glance a hint on where the trouble is. The matrix-type of
display allows a significantly higher aggregation than the simple list. In addition, the surveillance
view shows nodes rather than services - an important tidbit of information when you look at
categories. At a glance, you want to know how many of my servers have an issue rather than how
many services in this category have an issue.

Figure 5. Example of a configured Surveillance View

The visual indication for outages in the surveillance view cells is defined as the following:

¥ No services down: green as normal

¥ One (1) service down: yellow as warning

¥ More than one (1) services down: red as critical

This Surveillance View  model also builds the foundation of the Dashboard View .

2.1. Default Surveillance View Configuration
Surveillance Views  are defined in the surveillance-views.xml  file. This file resides in the OpenNMS
Horizon  etc  directory.

!
This file can be modified in a text editor and is reread every time the Surveillance
View  page is loaded. Thus, changes to this file do not require OpenNMS Horizon  to
be restarted.
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The default configuration looks like this:

<?xml version="1.0" encoding="UTF-8"?>
<surveillance-view-configuration
Ê xmlns:this =" http://www.opennms.org/xsd/config/surveillance-views "
Ê xmlns:xsi =" http://www.w3.org/2001/XMLSchema-instance"
Ê xsi:schemaLocation =" http://www.opennms.org/xsd/config/surveillance-views
http://www.opennms.org/xsd/config/surveillance-views.xsd "
Ê default-view =" default "  >
Ê <views >
Ê   <view name=" default "  refresh-seconds =" 300"  >
Ê     <rows>
Ê       <row-def label =" Routers"  >
Ê         <category name=" Routers" />
Ê       </row-def>
Ê       <row-def label =" Switches"  >
Ê         <category name=" Switches"  />
Ê       </row-def>
Ê       <row-def label =" Servers"  >
Ê         <category name=" Servers"  />
Ê       </row-def>
Ê     </rows>
Ê     <columns>
Ê       <column-def label =" PROD"  >
Ê         <category name=" Production "  />
Ê       </column-def>
Ê       <column-def label =" TEST"  >
Ê         <category name=" Test"  />
Ê       </column-def>
Ê       <column-def label =" DEV"  >
Ê         <category name=" Development"  />
Ê       </column-def>
Ê     </columns>
Ê   </view>
Ê </views>
</surveillance-view-configuration>

" Please note, that the old report-category  attribute is deprecated and is no longer
supported.

2.2. Configuring Surveillance Views
The Surveillance View  configuration can also be modified using the Surveillance View Configurations
editor on the OpenNMS Horizon  Admin  page.
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Figure 6. The Surveillance View Configurations  UI

This page gives an overview of the configured Surveillance Views  and allows the user to edit,
remove or even preview the defined Surveillance View . Furthermore, the default Surveillance View
can be selected using the checkbox in the DEFAULT column.

When editing a Surveillance View  the user has to define the viewÕs title and the time in seconds
between successive refreshes. On the left side of this dialog the defined rows, on the right side the
defined columns are listed. Beside adding new entries an user can modify or delete existing entries.
Furthermore, the position of an entry can be modified using the up/down buttons.

Figure 7. Editing a Surveillance View

Editing row or column definitions require to choose an unique label for this entry and at least one
OpenNMS Horizon  category. When finished you can hit the Save button to persist your modified
configuration or Cancel to close this dialog.

2.3. Categorizing Nodes
In order to categorize nodes in the Surveillance View, choose a node and click Edit  beside
Surveillance Category Memberships . Recalling from your Surveillance View , choose two categories
that represent a column and a row, for example, Servers and Test, then click Add .

2.4. Creating Views for Users and Groups
You can use user and group names for Surveillance Views . When the Surveillance View  page is
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invoked the following criteria selects the proper Surveillance View  to be displayed. The first
matching item wins:

1. Surveillance View name equal to the user name they used when logging into OpenNMS Horizon.

2. Surveillance View name equal to the userÕs assigned OpenNMS Horizon group name

3. Surveillance View name equal to the default-view  attribute in the surveillance-views.xml
configuration file.

8



Chapter 3. OpenNMS Horizon Dashboard
In Network Operation Centers NOC an overview about issues in the network is important and often
described as Dashboards . Large networks have people (Operator) with different responsibilities
and the Dashboard  should show only information for a given monitoring context . Network or
Server operator have a need to customize or filter information on the Dashboard . A Dashboard  as
an At-a-glance overview is also often used to give an entry point for more detailed diagnosis
through the information provided by the monitoring system. The Surveillance View  allows to reduce
the visible information by selecting rows, columns and cells to quickly limit the amount of
information to navigate through.

3.1. Dashboard Components
The Dashboard  is built with five components:

¥ Surveillance View : Allows to model a monitoring context  for the Dashboard .

¥ Alarms : Shows unacknowledged Alarms  which should be escalated by an Operator .

¥ Notifications : Shows outstanding and unacknowledged notifications sent to Engineers .

¥ Node Status : Shows all ongoing network Outages.

¥ Resource Graph Viewer : Shows performance time series reports for performance diagnosis.

The following screenshot shows a configured Dashboard  and which information are displayed in
the components.

Figure 8. Dashboard with configured surveillance view and current outage

The following section describe the information shown in each component. All other components
display information based on the Surveillance View .
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